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1 Formal Methods for Safer Software

Software industry is building up the most complex artificial objects ever seen,
from several orders of magnitude. With such complexity come misfunctionments
(bugs) and vulnerabilities of those systems, that one can ultimately trace back
to a misconception or a faulty implementation.

Formal methods help increasing quality of software, in particular in life-
critical domains. Several techniques have been investigated and are now em-
ployed at an industrial scale, like model checking, abstract interpretation, code
analysis, proof assistants and automated theorem proving. They have seen a
growing interest in the past decades.

This PhD thesis proposal is at the crossroad of proof assistants and auto-
mated theorem proving, and at the same time at the crossroad of implementa-
tion and proof theory. It aims at developing two tools, by enhancing them with
Polarized Rewriting: Dedukti (proof checker) and Zenon Modulo (automated
theorem prover) as well as the theoretical properties of the associated logical
frameworks. Those tools, despite their young age, have already been used in an
industrial platform for safe-by-construction software [Thel2].

2 The Framework: Deduction Modulo Theory

The gist of Deduction Modulo Theory is to embed computation within proof
systems, by the means of rewrite rules. This speeds up theorem provers by
avoiding the need for axioms and emphasizing the computational and deter-
ministic nature of parts of proofs. It also offers a versatile and efficient way to
express proof assistants in a shallow way, when combine with a type system like
LF.

Polarized Deduction Modulo Theory [Dow10] is an improvement over De-
duction Modulo Theory [DHKO3], that allows rewrite rules to be selectively
applied to the hypothesis or to conclusion side of proofs.



Currently, it has been successfully implemented in a resolution-based prover
[Burll] and has given very promising results [BBCT17]. One of the avantages
of this approach is the possibility to express asymetric axioms. Moreover, the
generated rewrite system lends itself well to Skolemization, in particular in
classical logic, which further speeds up proof-seach.

3 Research Directions

3.1 Polarized Deduction Modulo Theory in Zenon

The implementation of Polarized Deduction Modulo Theory in a tableau-based
theorem prover is one of the objectives of the PhD. The chosen tool is Zenon
Modulo [DDG*13], that currently implements unpolarized Deduction Modulo
Theory.

This implementation will be assessed by an intensive benchmarking, through
the TPTP library and the BWare platform [Thel2]. In particular, a thorough
comparison with the pristine version of Zenon Modulo is required.

3.2 Proof Theory of Polarized Deduction Modulo Theory

From the proof-theoretical point of view, nothing has been done so far. The
research plan involves the definition of classical and intuitionistic models of Po-
larized Deduction Modulo Theory, for instance by refining the order relation
that can be found in Boolean and Heyting Algebras, but also in generalizing
Kripke Structures, etc. Of course, the immediate application is to prove sound-
ness and completeness of the calculus wrt to the semantics, and in a second
time to derive cut admissibility theorems by semantic means, in the spirit of
[Oka99, BHO6b, BHO6a, LDMO5].

Expressivity of the approach (in link with Sec. 3.1), in particular the pos-
sibility to express constraint [LNO7] or higher-order systems [LDMO05], can also
be envisioned.

Lastly, the notion of superconsistency [Dow06] needs an adaptation, proba-
bly more profound and more insightful.

3.3 Higher-Order Polarized Deduction Modulo Theory

The polarized rewriting approach can be lifted to type theory. The goal here is
to introduce polarized rewrite rules in a framework like the AIl-calculus modulo
theory, which currently implements plain rewriting.

The asymetry brought up by polarized rewriting could be used to express
subtyping, which is one of the features that are missing to Dedukti currently,
and that prevents it to express some systems in a more natural way.

Therefore, besides proof theory, an implementation of polarized rewriting in
Dedukti [BCH12] is extremely desirable.

The challenges listed in this section are numerous, and their difficulties range
from simple to very difficult.



4 Expectations

It is not expected, that those subjects are covered by a single person. The
choice of the more specific area to focus on will depend on the applicant and its
preferences.

An M.Sc. specialization in computer science or in mathematics is a strong
requirement. A few basic courses either on logics (proof systems, proof assis-
tants), rewrite systems, or on functional programming, are recommended.
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